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Foreword

   Dayananda  Sagar  University

  Shavige Malleshwara Hills, Kumaraswamy Layout

Bangalore – 560078, Karnataka, India

Prof. Dr. K. Muthuchelian Tele: 080 42201953 (Dir.)
Ph.D., D.Sc., FNABS., FPBS., FZSI., FNESA., FSBSRD., FIAAM., FIEF (Canada) Mobile: 94433 58790/
89031 11333
[Formerly - Vice Chancellor, Periyar University, Salem] Tele: 080 42161706 Extn: 36

Pro Vice Chancellor Email  : kmc@dsu.edu.in

I am very much delighted to review “RESEARCH METHODOLOGY AND
APPLICATIONS OF SPSS IN SOCIAL SCIENCE RESEARCH”. SPSS, standing for
Statistical Package for the Social Sciences, is a powerful, user-friendly software package
for the manipulation and statistical analysis of data. The package contains an extensive
range of both univariate and multivariate procedures much used in various disciplines. The
authors have concentrated both on Research Methodology and Application of SPSS in Social
Science and on how to use SPSS to get results and on how to correctly interpret these
results. The basic theoretical background of many of the techniques used is also described
in separately. The book deals a number of research techniques covering both qualitative and
quantitative research methods and how these methods are practically used to understand the
real world. Discriminate Analysis and an Overview of Structural Equation Model (SEM)
are written in a very simple way with specific examples, to enable the reader to understand
the concept and carry out the analysis easily and interpret the results. Throughout the book
the authors have used screen snapshots of SPSS Data Editor with variable view and Data
view, Dialog boxes and Outputs to illustrate finer aspects of the techniques. Our hope is that
researchers and students with such a background will find this book a relatively self-contained
means of using SPSS to analyze their data correctly. I congratulate the authors for their
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strenuous efforts in bringing out this book as the book is aimed primarily at academic
researchers, students of psychology, sociology, psychiatry, doctoral, masters and
undergraduate students of mathematics, management and various other social science
disciplines, practicing managers, marketing research professionals etc. In a nutshell, it is a
simple book for the students who do not have adequate knowledge in the research process
or in statistical analysis.

Prof. Dr. K. MUTHUCHELIAN



Preface

Research reveals a formalized interest in a branch of knowledge. It is poking and prying with a purpose.
The concept of research has existed since time immemorial. Researchers have always tried to develop
a better understanding of the worldly phenomena as well as explore solutions to problem faced by
them. A Knowledge of research methodologies is reluctant for advancing our scientific knowledge.
Research methodology is taught as a supporting subject in several ways in many academic disciplines
such as health, education, psychology, social work, nursing, public health, library and marketing research.
It is therefore hardly surprising that research methods have become a core subject in all postgraduate
courses in management. The core ideological base for this book comes from the conviction that, although
these disciplines vary in constant, their broad approach to a research enquiry is similar. This book
“RESEARCH METHODOLOGY & APPLICATIONS OF SPSS IN SOCIAL SCIENCE RESEARCH”,
therefore, is addressed to these academic disciplines. The domain of research is ever-widening and new
research methods emerge and researchers adopts them.

This book, therefore, has been written to provide information about various methods, procedures
and techniques in a simple step-by-step manner. The techniques and procedures uses qualitative and/or
quantitative approaches. This book intends to help readers get an in-depth understanding of the research
methods and its processes and techniques used especially in Social Studies. The book contains a unique
compilation of research methodology and SPSS tools with simple and understandable examples. It
makes research scholars attain various insights. Though  there are many research books, this book
stands with its unique combination of parametric and non-parametric test.

“RESEARCH METHODOLOGY & APPLICATIONS OF SPSS IN SOCIAL SCIENCE
RESEARCH” is specially designed to meet the requirements of researchers, students, Scholars, masters
and undergraduate students of mathematics, management and various other social science disciplines,
practicing managers, marketing research professionals etc. by presenting a comprehensive overview of
the conceptual background of research, its process and the ways of analyzing data using univariate,
bivariate and multivariate techniques. With this book, we hope that that researchers can analyze the
data on their own and appreciate the real use of statistics.

Data Analysis is used with respect to statistical tools and it is mostly done with the help of Software
package such as SPSS. The illustrations are based on SPSS 20.0 version. With this book, we hope that
that researchers can analyze the data on their own and appreciate the real use of statistics. A stepwise
explanation of entering the data and the method to be followed with respect to a particular technique



viii Preface

has also been given. This would enhance students’ understanding about the usage of these software in
organizations for making decisions. Numerous solved examples discussing the application of various
techniques in the field have also been added in the chapters to support the text.

Coverage and Structure

The book on “RESEARCH METHODOLOGY AND APPLICATIONS OF SPSS IN SOCIAL SCIENCE
RESEARCH” comprises of 34 chapters. Chapter 1 gives introduction of Research. It gives an overview
of scientific research, objectives of research, purpose of research, characteristics of research, application
of research and details of research methodology. Chapter 2, Types of Research, discusses the types of
research and the various modus operandi with special reference to business management. Chapter 3,
Steps in Research Process introduces the methodology to formulate the research problem, process and
analyze data and the types of research problems encountered by the researcher. Chapter 4 discusses
problem identification, Chapter 5 gives an overview of literature review and uses of Mendeley software,
Chapter 6 discusses research design it elaborates on the various types of research designs used in both
physical and social sciences. Chapter 7 gives an overview of methods of data collection,  Types, sources,
and Instruments. It covers different sources and instruments of data collection including questionnaires,
surveys, interviews, and many other techniques. Relevance of these techniques for managerial decision-
making has also been discussed in detail. Chapter 8 Tests of Hypotheses (Parametric and Nonparametric),
provides discussion on a few parametric and nonparametric statistics along with the test of hypothesis.
Chapter 9 Sampling and Its Application provides discussion on different types of sampling used in
research and its application in different situation. Chapter 10 Introduction to SPSS gives
conceptualization of variables and Measurements, explains the types of variables and measures of
reliability and validity. Different sources of error while measuring variables and quantifying them have
also been discussed.

Chapter 11 Descriptive Statistics, provides discussion on the meaning and uses of descriptive
statistics and helps to understand the situations where this could be used. Chapter 12   Cronbach’s
Alpha test it helps to check the reliability and validity of the data. Chapter 13 gives the overview of the
parametric test its advantages and disadvantages. Chapter 14, 15 and 16 deals  on the meaning, assumption
and applications of t-test. Chapter 17, 18 and 19 analyses one way ANOVA, Two  way ANOVA,
Factorial ANOVA and MANOVA and its application as tools for testing the hypotheses. Chapter 21
Chi-square Test provides a detailed analysis of basic concepts and its applications of Chi-square test
using cross tabs with examples using SPSS. Chapter 22 introduces non-parametric test and states the
difference between parametric and non-parametric test. Chapter 23, 24, 25 and 26 studies about Mann
Whitney test, Wilcoxan test, Kruskal Wallis test and Friedman test. Chapter 27 Correlation Analysis,
analysis the application of correlation analysis in business and social science and the data is analyzed
using SPSS. Chapter 28 Multiple Regression Analysis, describes different forms and application of
multiple regression. It also discuss the remedial measures when there is a problem in the process of
estimation due to the violation of the assumptions. Chapter 29 Factor Analysis describes the logic and
process of condensing different variables into few factors and their uses in decision-making. It also
discusses situations where it can be applied. Chapter 30 Cluster Analysis   discusses the basic feature of
cluster analysis and the process of segmenting markets, customers, or objects using it. Chapter 31
Multi Dimensional Scaling, Multidimensional Scaling, explains the nature and process of conducting
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this technique. Application of multidimensional scaling using software has also been covered in detail.
Chapter 32 Discriminate Analysis distinguishes between simple and multiple discriminant functions
and their uses and relates their results in the decision-making process in different situations. Chapter 33
Overview of Structural Equation Model (SEM), deals with the objectives of structural equation modeling
and the situations where it is applied. Chapter 34 Report Writing gives a brief outline on various aspects
of report writing and provides formats of different types of reports. It also explains the ethical perspective
of research.

The text book provides theoretical information in operational manner about the various principles,
methods and practices followed in  Research. Researchers begin with a good question and then select a
research method than can best help them answer their question. The sometimes-painstaking task of
gathering evidence is only the beginning in the research process. Researchers and students must analyze
the strengths and weaknesses of the method they have obtained the purpose of this book is to help the
top management executives, undergraduate and post graduate students and other social scientists as
well as practitioners to carry out research following methodologies.

From past experiences we have learned that research projects are excellent educational tools that
have a positive benefit for students, supervisors and business partners. We wish you well in your courses
involving research projects. The book will cover a broader audience by appealing beginners since each
chapter is simple and clearly written.

P. Sundara Pandian
S. Muthulakshmi

T. Vijayakumar
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Glossary

1. Adjusted R2. A measure of the loss of predictive power in regression analysis. The adjusted R
tells us how much variance in the outcome would be accounted for, if the model has been
derived from the population from which the sample was taken.

2. Alternative hypothesis. Any statement (hypothesis) which is complementary to null hypothesis.
This states that the sample mean and population mean are not equal.

3. ANOVA. An acronym for the Analysis of Variance. By analyzing the variance in the data due to
different sources (e.g. an independent variable or error) we can decide if our experimental
manipulation is influencing the scores in the data.

4. Asymp. Sig. (asymptotic significance). An estimate of the probability of a nonparametric test
statistic employed by computer statistical analysis programs. This is often used when the exact
probability cannot be worked out quickly.

5. Beta weight. The average amount by which the dependent variable increases when the independent
variable increases by one standard deviation (all other independent variables are held constant).

6. Between subjects. Also known as independent measures. In this design, the samples we select
for each condition of the independent variable are independent, as a member of one sample is
not a member of another sample.

7. Bootstrapping. A sample is used to estimate a population. New bootstrap samples are randomly
selected from the original sample with replacement (so an item can be selected more than once).
The bootstrap samples, often 1,000 or more, are then used to estimate the population sampling
distribution.

8. Bivariate correlation. A correlation (relationship) between two variables.
9. Categorical variable. Any variable that consists of categories of objects or entities. Test results

in a class is a good example because it is classified into pass and fail.
10. Chi-square distribution. A probability distribution of sum of squares of several normally

distributed variables. It is used to test hypothesis about categorical variable.
11. Chi-square test. Generally refers to Pearson’s Chi-square test. It is used to find the discrepancy

between observed and expected frequency based on some model or to test the independence of
two categorical variables.

12. Confidence interval. A range of values around that statistic (for example, mean) that are believed
to contain, with a certain probability (95%), the true value of that statistic (i.e., mean of population).
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13. Contingency table. A table classifying the individuals with respect to two or more categorical
variables. The levels of each variable are arranged in rows and columns and the number of
individuals falling into each category is noted in the cells of the table. for example, if the students
in a college are classified with respect to gender and blood group, the contingency table will
show the number of males in blood group A, the number of females in blood group B and so on.

14. Correlation coefficient. A decimal number between 0 and 1.00 that indicates the degree and
direction to which two quantitative variables are related and represented by r.

15. Covariance. A measure of how much the deviations of two variables match.
16. Covariate. A variable that is related to the outcome variable that is measured. Basically, anything

that has an impact on the dependent variable and that cannot be controlled for by design can be
a covariate.

17. Criterion variable. The outcome variable (dependent) that is predicted in regression analysis
or correlation research.

18. Case. A row in the Data Editor le; the data collected from a single participant.
19. Chart Editor.   The feature in SPSS that allows the editing of charts and graphs.
20. Comparisons. The results of a statistical test with more than two conditions will often show a

significant result but not where the difference lies. We need to undertake a comparison of
conditions to see which ones are causing the effect. If we compare them two at a time this is
known as pairwise comparison and if we perform unplanned comparisons after discovering the
signicant finding these are referred are known as post hoc comparisons.

21. Component. The term used in the principal components method of factor analysis for a potential
underlying factor.

22. Condition. A researcher chooses levels or categories of the independent variable(s) to observe
the effect on the dependent variable(s). These are referred to as conditions, levels, treatments or
groups. for example, ‘morning’ and ‘afternoon’ might be chosen as the conditions for the
independent variable of time of day.

23. Confidence interval. In statistics we use samples to estimate population values, such as the
mean or the difference in means. The confidence interval provides a range of values within
which we predict lies the population value (to a certain level of confidence). The 95 per cent
confidence interval of the mean worked out from a sample indicates that the population mean
would fall between the upper and lower limits 95 per cent of the time.

24. Contrasts. With a number of conditions in a study we may plan a set of comparisons such as
contrasting each condition with a control condition. These planned comparisons are referred to
as contrasts. We can plan complex contrasts for example, the effects of conditions 1 and 2
against condition 3.

25. Correlation. The degree to which the scores on two (or more) variables co-relate. That is, the
extent to which a variation in the scores on one variable results in a corresponding variation in
the scores on a second variable. Usually the relation- ship we are looking for is linear. A multiple
correlation examines the relationship between a combination of predictor variables with a
dependent variable.

26. Critical value. We reject the null hypothesis after a statistical test if the probability of the
calculated value of the test statistic (under the null hypothesis) is lower than the significance
level (e.g. 0.05). Computer programs print out the probability of the calculated value (e.g.
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0.023765) and we can examine this to see if it is higher or lower   than   the   significance   level.
Textbooks   print   tables of the critical values of the test statistic, which are the values of the
statistic at a particular probability. for example, if the calculated value of a statistic (i.e. a t test)
is 4.20 and the critical value is 2.31 (at the 0.05 level of significance), then clearly the probability
of the test statistic is less than 0.05.

27. Cross tabulation. Frequency data can be represented in a table with the rows as the conditions
of one variable and the columns as the conditions of a second variable. This is a crosstabulation.
We can include more variables by adding ‘layers’ to the crosstabulation in SPSS.

28. Data Editor. The feature in SPSS where data is entered. Saving the information from the Data
Editor will produce an SPSS .sav le. There are two windows within the Data Editor: Data View
and Variable View.

29. Data View. The Data View window within the Data Editor presents a spreadsheet style format
for entering all the data points.

30. Degrees of freedom. When calculating a statistic we use information from the data (such as the
mean or total) in the calculation. The degrees of freedom is the number of scores we need to
know before we can work out the rest using the information we already have. It is the number of
scores that are free to vary in the analysis.

31. Dependent variable.   The variable measured by the researcher and predicted to be influenced
by (that is, depend on) the independent variable.

32. Descriptive statistics. Usually we wish to describe our data before conducting further analysis
or comparisons. Descriptive statistics such as the mean and standard deviation enable us to
summarise a dataset.

33. Discriminant function. A discriminant function is one derived from a set of independent (or
predictor) variables that can be used to discriminate between the conditions of a dependent
variable.

34. Distribution. The range of possible scores on a variable and their frequency of occurrence. In
statistical terms we refer to a distribution as a ‘probability density function’. We use the
mathematical formulae for known distributions to work out the probability of finding a score as
high as or as low as a particular score.

35. Data editor. The main window in SPSS to name the variable, enter data and carry out analysis.
36. Data view. One of the two ways to view the contents of the data editor. The data view has a

spreadsheet for entering data.
37. Factor. Another name for independent variable or predictor that is used in describing experimental

designs.
38. F-Ratio. A test statistic with known probability distribution (F-distribution). It is the ratio of

average variability in the data that a given model can explain to the average variability unexplained
by the same model.

39. Equality of variance. See homogeneity of variance.
40. General linear model. The underlying mathematical model employed in parametric statistics.

When there are only two variables, X and Y, the relationship between them is linear when they
satisfy the formula Y = a + bX (where a and b are constants). The general linear model is a
general form of this equation allowing as many X and Y variables as we wish in our analysis.

41. Grouping variable. In analyzing data in SPSS we can employ an independent measures
independent variable as a grouping variable. This separates our participants into groups (such as
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introverts versus extroverts). It is important when inputting data into a statistical analysis program
that we include the grouping variable as a column, with each group defined (i.e. introvert as ‘1’
and extrovert as ‘2’). We can then analyse the scores on other variables in terms of these groups,
such as comparing the introverts with the extroverts on, say, a monitoring task.

42. Goodness of fit. An index to find how well a model fits the data from which it was generated.
Chi-square test is one of the tests to find the goodness of fit.

43. Hypothesis testing. A statistical procedure for testing the null hypothesis against alternate
hypothesis. The statistical procedures in hypothesis testing include t, F and ÷ 2-square tests.

44. Hypothesis. In statistics, a hypothesis is a statement about a population, such as the nature of
the distribution. (There are two kinds of hypothesis, Null hypothesis and Alternate hypothesis).

45. Independent variable. A variable under study, to determine whether it has a causal effect on
the dependent variable. In regression studies, the term is used to denote a predictor variable or
regressor.

46. Inferential statistics. Includes a set of statistical tools which enable the researcher to infer or
reach conclusions about the data.

47. Illustrative statistics. Statistics that illustrate rather than analyse a set of data, such as the total
number of errors made on a reading task. Often we illustrate a dataset by means of a graph or a
table.

48. Independent or independent measures. A term used to indicate that there are different subjects
(participants) in each condition of an independent variable; also known as ‘between subjects’.

49. Interaction. When there are two or more factors in an analysis of variance, we can examine the
interactions between the factors. An interaction indicates that the effect of one factor is not the same
at each condition of another factor. for example, if we nd that more cold drinks are sold in summer
and more hot drinks sold in winter, we have an interaction of ‘drink temperature’ and ‘time of year’.

50. Intercept. A linear regression finds the best t linear relationship between two variables. This is
a straight line based on the formula Y = a + bX, where b is the slope of the line and a is the
intercept, or point where the line crosses the Y-axis. (In the SPSS output for an ANOVA the term
‘intercept’ is used to refer to the overall mean value and its difference from zero.)

51. Item. When we employ a test with a number of variables (such as questions in a questionnaire)
we refer to these variables as ‘items’, particularly in reliability analysis where we are interested
in the correlation between items in the test.

52. Kurtosis. The degree to which a distribution differs from the bell-shaped normal distribution in
terms of its peakness. A sharper peak with narrow ‘shoulders’ is called leptokurtic and a matter
peak with wider ‘shoulders’ is called platykurtic.

53. Levels of data. Not all data are produced by using numbers in the same way. Sometimes we use
numbers to name or allocate participants to categories (i.e. labelling a person as a liberal, and
allocating them the number 1, or a conservative, and allocating them the number 2). In this case
the data is termed ‘nominal’. Sometimes we employ numbers to rank order participants, in
which case the data is termed ‘ordinal’. Finally, when the data is produced on a measuring scale
with equal intervals the data is termed ‘interval’ (or ‘ratio’ if the scale includes an absolute zero
value). Parametric statistics require interval data for their analyses.

54. Likert scale. A measuring scale where participants are asked to indicate their level of agreement
or disagreement to a particular statement on, typically, a 5- or 7-point scale (from strongly agree
to strongly disagree).
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55. Linear correlation. The extent to which variables correlate in a linear manner. for two variables
this is how close their scatterplot is to a straight line.

56. Linear regression. A regression that is assumed to follow a linear model. for two variables this
is a straight line of best t, which minimises the ‘error’.

57. MANOVA. Multivariate analysis of variance. It is an analysis of variance (ANOVA) applicable
to multivariate (a multivariate data set containing observations on three or more variables
dependent variables) situation, for two or more independent variables.

58. Main effect. The effect of a factor (independent variable) on the dependent variable in an analysis
of variance measured without regard to the other factors in the analysis. In an ANOVA with
more than one independent variable we can examine the effects of each factor individually
(termed the main effect) and the factors in combination (the interactions).

59. Mean. The average of a set of numbers or scores in a distribution. To get the mean, all the values
are added up and the sum is divided by the total number of all the values.

60. Measures of central tendency. Single numbers that are used to describe a larger set of data in
a distribution of scores. The measures of central tendency are mean, median and mode.

61. Median. The score or number, which falls directly in the middle of a distribution of numbers or
divides the data into two equal parts.

62. Mean square.   A term used in the analysis of variance to refer to the variance in the data due to
a particular source of variation.

63. Mode. The number or score, which occurs most frequently in a distribution of numbers.
64. Multiple correlation. The correlation of one variable with a combination of other variables.
65. Multiple regression. An extension of simple regression in which an outcome is predicted by a

linear combination of two or more predictor variables.
66. Multivariate analysis. Analysis of variance that involves more than one outcome variable that

have been measured.
67. Multivariate. Analysis of variance involving more than one outcome variable (multivariate =

many variables)
68. Mixed design. A mixed design is one that includes both independent measures factors and

repeated measures factors. for example, a group of men and a group of women are tested in the
morning and the afternoon. In this test ‘gender’ is an independent measures variable (also known
as ‘between subjects’) and time of day is a repeated measures factor (also known as ‘within
subjects’), so we have a mixed design.

69. Nonparametric test. Statistical tests that do not use, or make assumptions about, the
characteristics (parameters) of populations.

70. Normal distribution. A bell-shaped frequency distribution that appears to underlie many human
variables. The normal distribution can be worked out mathematically using the population mean
and standard deviation.

71. Null hypothesis. A prediction that there is no relationship between the independent and dependent
variables.

72. Negatively skewed. Skewness is asymmetry in a distribution. A negatively skewed distribution
has most of its scores bunched up at the higher end (right side) of the distribution.

73. Nominal data. A data set in which the numbers merely represent names, the numbers have no
meaning other than the name.
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74. One-tailed test. One-tailed test is used to test if the sample mean is significantly greater than
population mean or if it is significantly less than that, but not both.

75. P-value. The probability value (p-value) of a statistical hypothesis test. It is the probability of
getting a value of the test statistic as extreme as that observed by chance alone. Small p-values
suggest that the null hypothesis is not true. The smaller the p-value, the more convincing is the
rejection of the null hypothesis. p-value indicates the strength of evidence for rejecting the null
hypothesis H0.

76. Percentile. Any distribution could be described in terms of percentiles. 10th percentile is the
value in a distribution below which 10% of the values lie. 90th percentile is the value below
which 90% of the values lie. So 50th percentile is the median in a distribution.

77. Positively skewed. Skewness is asymmetry in a distribution. A positively skewed distribution
has most of its scores bunched up at the lower end (left side) of the distribution.

78. Post-hoc comparisons. Unplanned comparisons, one wishes to make after the data have been
gathered. It is usually carried out if there is significant difference between two groups (pairwise
comparisons) covering the different levels of the variable under study.

79. Predictor variable. The variable from which the criterion variable is found out in a prediction
study.

80. Probability. The term probability does not allow a concrete definition; it can be defined in
different ways. In simple, probability is the ratio of favourable number of outcomes divided by
total number of outcomes in any one trial or experiment.

81. Qualitative variable. A character or property, such as blood group, gender or nationality, which
can be expressed in kind and not in numbers. It is an attribute and is descriptive in nature.

82. Quantitative variable. A variable whose differing status can be expressed in numbers.
Characteristics like height, weight, length, etc. are measured quantitatively.

83. Range. The difference between the lowest score and the highest score.
84. Rank. When a set of data is ordered from lowest to highest, the rank of a score is its position in

this order.
85. Regression. The prediction of scores on one variable by their scores on a second variable. The

larger the correlation between the variables, the more accurate the prediction. We can undertake
a multiple regression where the scores on one variable are predicted from the scores on a number
of predictor variables.

86. Reliability. A reliable test is one that that will produce the same result when repeated (in the
same circumstances). We can investigate the reliability of the items in a test (such as the questions
in a questionnaire) by examining the relationship between each item and the overall score on the
test.

87. Repeated measures. A term used to indicate that the same subjects (participants) are providing
data for all the conditions of an independent variable; also known as ‘within subjects’.

88. Residual. A residual is the difference between an actual score and a predicted score. If scores
are predicted by a model (such as the normal distribution curve) then the residual will give a
measure of how well the data t the model.

89. Sample. A smaller collection of units from a population used to determine the characterstics or
truth of the population.

90. Sampling distribution. The probability distribution of a statistics. If a large number of samples
are drawn from the population and some statistics calculated, for example mean, we would
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create a frequency distribution of mean. The resulting distribution will form the sampling
distribution of means.

91. Scatterplot. A scatterplot is a plot of points on coordinate axes (X and Y-axis) used to represent
and illustrate the relationships between two quantitative variables.

92. Skewed. A distribution is skewed if majority of the scores are bunched up at one end or the
other.

93. Spearman’s rho. The most common correlation for use with two ordinal variables or an ordinal
and an interval variable. Rho for ranked data equals Pearson’s r for ranked data.

94. Standard deviation. An estimate of average spread (variability) of a set of data measured in the
same units of measurement as the original data. It is the square root of variance.

95. Standard error. The standard deviation of the sampling distribution of a statistic. for example,
mean is a statistic, standard error tells how much the sample means differ from the population
mean. The larger the standard error the greater is the possibility that the sample may not be an
accurate reflection of the population from which the sample came.

96. String variable. Variable involving words, i.e., letter strings (e.g., gender, blood group, etc.).
97. Sum of squares. An estimate of total variability of a set of data. First the deviation for each

score is calculated and then this value is squared and summed up. It is denoted by SS.
98. Syntax. Pre-defined written commands that instruct SPSS what the user would like to do.
99. SIG. (2-tailed). The exact probability of the test statistic for a two tailed prediction.

100. Significance level. The risk (probability) of erroneously claiming a relationship between an
independent and a dependent variable when there is not one. Statistical tests are undertaken so
that this probability is chosen to be small, usually set at 0.05 indicating that this will occur no
more than 5 times in 100.

101. Simple main effects. A significant interaction in a two factor analysis of variance indicates that
the effect of one variable is different at the various conditions of the other variable. Calculating
simple main effects tells us what these different effects are. A simple main effect is the effect of
one variable at a single condition of the other variable.

102. Skew. The degree of symmetry of a distribution. A symmetrical distribution, like the normal
distribution, has a skew of zero. The skew is negative if the scores ‘pile’ to the right of the mean
and positive if they pile to the left.

103. Sphericity. An assumption we make about the data in a repeated measures design. Not only
must we assume homogeneity of variance but homogeneity of covariance – that is, homogeneity
of variance of the differences between samples. Essentially, we must assume the effect of an
independent variable to be consistent across both conditions and subjects in these designs for
the analysis to be appropriate.

104. Standard deviation. A measure of the standard (‘average’) difference (deviation) of a score
from the mean in a set of scores. It is the square root of the variance. (There is a different
calculation for standard deviation when the set of scores are a population as opposed to a sample.)

105. Standard error of the estimate. A measure of the ‘average’ distance (standard error) of a score
from the regression line.

106. Standard error of the mean. The standard deviation of the distribution of sample means. It is
a measure of the standard (‘average’) difference of a sample mean from the mean of all sample
means of samples of the same size from the same population.
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107. Standard score.   The position of a score within a distribution of scores. It provides a measure
of how many standard deviation units a specific score falls above or below the mean. It is also
referred to as a z score.

108. Statistic. Specially, a characteristic of a sample, such as the sample mean. More generally,
statistic and statistics are used to describe techniques for summarising and analysing numerical
data.

109. Statistics viewer. The SPSS Statistics Viewer is the name of the le that contains all of the output
from the SPSS procedures. Often referred to (as in this book) as the Output Window.

110. Subject. The term used for the source of data in a sample. If people are the subjects of the study
it is viewed as more respectful to refer to them as participants, which acknowledges their role as
helpful contributors to the investigation.

111. Sums of squares. The sum of the squared deviations of scores from their mean value.
112. t-test. A statistical procedure to find the significance of difference between two groups. The

means of both groups are compared to each other.
113. Test statistic. The calculated value of the statistical test that has been undertaken.
114. Two-tailed test. A prediction that two samples come from different populations, but not stating

which population has the higher mean value.
115. Type I error. The error of rejecting the null hypothesis when it is true. The risk of this occurring

is set by the significance level.
116. Type II error. The error of not rejecting the null hypothesis when it is false.
117. Total sum of squares An estimate of total variability in a data set. It is the total squared deviations

between each observation and from the overall mean of all observations.
118. Univariate. A term used to refer to a statistical test where there is only one dependent variable.

ANOVA is a univariate analysis as there can be more than one independent variable but only
one dependent variable.

119. Variable view. One of the two ways to view the contents of the data editor. It has a spreadsheet
for entering the name and details of the variable.

120. Variable. A property or characteristic on which the data are collected. There are qualitative and
quantitative variables.

121. Variance. The average amount of dispersion or spread in a distribution.The deviations from the
mean are squared and summed up to find variance.

122. Value labels. Assigning value labels within the Variable View screen in SPSS ensures that the
output is labelled appropriately when grouping variables are used – for example, 1 = males,
2 = females.

123. Weighting/loading. The contribution made to a composite value (such as a regression equation
or a factor in a factor analysis) by a variable. We use the calculated size of the weighting to
assess the importance of the variable to the factor in a factor analysis.

124. Within subjects. Also known as repeated measures. We select the same subjects (participants)
for each condition of an independent variable for a within subjects design.

125. Wilcoxon signed-rank test. A non-parametric test which is used to test the difference between
two related samples. It is a non-parametric equivalent to a matched pair t-test.

126. Z-score. A conversion of a raw score on a test to a standardized score represented in units of
standard deviations. This is a commonly used statistical procedure that is used to compare scores
of tests that might not be measured on the same scale.
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